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Abstract: The project explores Android malware detection using multiple datasets, including Drebin, Malgenome, 

and CIC_MALDROID2020. These datasets provide a rich source of API and Permission data, enabling 

comprehensive analysis. Various machine learning models have been employed for classification, such as Logistic 

Regression, Support Vector Machine, K-Nearest Neighbors (KNN), Random Forest, Decision Tree, and a Stacking 

Classifier that combines Random Forest and Multi-Layer Perceptron (MLP) with LightGBM. The project involves 

thorough dataset preprocessing, model training, and rigorous performance evaluation. This comprehensive approach 

aims to develop highly effective models for Android malware detection. By achieving successful model outcomes, 

this project contributes to advancing mobile security, enhancing our ability to detect and mitigate Android malware 

threats effectively. The project's findings are valuable for mobile security professionals and researchers.In this paper, 

we also introduced a Stacking Classifier, incorporating the strengths of Random Forest, Multi-Layer Perceptron 

(MLP), and LightGBM models for enhanced feature extraction. This ensemble learning approach significantly 

improves prediction accuracy. Additionally, we developed a user-friendly Flask framework integrated with SQLite 

for secure signup, signin, and user testing. This streamlined system allows input provision and prediction retrieval, 

making the overall project more robust and practical for efficient user interactions. 

Index terms -co-existence, FP-growth, machine learning, malware. 

INTRODUCTION 

Smartphone market is growing immensely. According 

to the ICD report [1], it is estimated that by 2024, the 

annual sales of mobile phones will reach more than 

351 million units globally. Among the several mobiles 

operating systems, Android is the dominant operating 

system with over 2.5 billion active users across over 

190 countries [2].  
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The wide range of capabilities offered by smartphones 

and the rising number of activities carried out by their 

users, including social networking, online banking, 

and gaming,has given rise to very serious concerns 

about device security and personal privacy. Since 

Android is an open-source platform, it is easy for 

malware developer to launch their attacks and develop 

Android malware apps that pose severe harm. 

Obviously, the impact of Android malware is rising in 

modern society [3], [4]. 

The Google Play Store, which is the marketplace for 

Android applications, has more than 3.43 million apps 

as of January 2021 [5]. Many third-party and non-

Google stores are appearing, such as AppBrain and 

AppChina, which provide applications to be 

downloaded by users. The applications provided by 

the third-party markets have a high risk of being 

malicious apps that are not monitored or detected. 

Allix et al. [6] reported that 22% of Google Play 

applications were identified as malicious applications 

and 50% of AppChina applications were recognized as 

malicious apps.  

Many defense techniques have been used to detect and 

prevent malicious applications. Signature-based 

malware detection is an early method that works as a 

pattern comparison between already exposed apps and 

new apps. It works well for known malware but it is 

easily evaded by obfuscation mechanisms or unknown 

malware. To evaluate the effectiveness of existing 

signature-based anti-malware scanners, Zhou and 

Jiang [7] tested four different mobile security 

applications against more than 1200 Android 

applications. The results showed that the existing anti-

malware apps cannot detect obfuscated or repackaged 

malware apps. Similarly, Scott [8] applied an 

obfuscation technique to ten different malware 

applications from different families. The results 

showed that none of them can detect malicious 

applications after obfuscation.  

Machine learning methods are applied to detect 

Android malware and distinguish them from benign 

ones without comparing the patterns of the known 

Android malware. Machine learning methods work 

smartly by building a model based on sample data, 

known as ‘‘training data’’, to make predictions or 

decisions without being explicitly programmed. The 

malware detection techniques using machine learning 

algorithms are classified into two types, which are 

static analysis and dynamic analysis. In static analysis, 

an Android application is examined without running it. 

In contrast, in dynamic analysis, the application is run 

in a controlled environment to analyze its behavior.  

Static Analysis uses static features that are extracted 

from the manifest (i.e. permissions requested by apps), 

the source code (i.e. API calls), and intents [19,21]. 

Many of the extracted features may be disruptive 

features. For example, many permissions are requested 

by both benign and malware applications. Therefore, 

different feature selection methods are applied to 

select the most relevant features that accurately 

classifies malware apps. Predefined feature selection 

algorithms utilize statistical methods to score the 

correlation or dependency between input variables and 

output or class variables. Most of these algorithms 

score each feature alone. In the contrary, this paper 

relies on the co-existence of features to detect Android 

malware. 
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1. LITERATURE SURVEY 

In today's world most human carry at least one 

electronic computing device, which has a connection 

to the internet [4]. Internet starting to have influence in 

our everyday life. Other than computers and mobile 

devices, traditionally standalone equipment and 

devices are too now connected to the internet to make 

them smart. Critical infrastructure of cities, healthcare 

and other industries (SCADA) has been connected to 

internet to make it smarter. Growth of internet helps to 

make human life easier to live. 

The issue of malware detection through large sets of 

applications, researchers have recently started to 

investigate the capabilities of machine-learning 

techniques for proposing effective approaches. So far, 

several promising results were recorded in the 

literature, many approaches being assessed with what 

we call in the lab validation scenarios. [6]This paper 

revisits the purpose of malware detection to discuss 

whether such in the lab validation scenarios provide 

reliable indications on the performance of malware 

detectors in real-world settings, aka in the wild. To this 

end, we have devised several Machine Learning 

classifiers that rely on a set of features built from 

applications’ CFGs. We use a sizeable dataset of over 

50 000 Android applications collected from sources 

where state-of-the art approaches have selected their 

data. We show that, in the lab, our approach 

outperforms existing machine learning-based 

approaches. However, this high performance does not 

translate in high performance in the wild. The 

performance gap we observed—F-measures dropping 

from over 0.9 in the lab to below 0.1 in the wild—

raises one important question: How do state-of-the-art 

approaches perform in the wild? 

The popularity and adoption of smart phones has 

greatly stimulated the spread of mobile malware, 

especially on the popular platforms such as Android 

[10,15,18]. In light of their rapid growth, there is a 

pressing need to develop effective solutions. However, 

our defense capability is largely constrained by the 

limited understanding of these emerging mobile 

malware and the lack of timely access to related 

samples. [7] In this paper, we focus on the Android 

platform and aim to systematize or characterize 

existing Android malware. Particularly, with more 

than one year effort, we have managed to collect more 

than 1,200 malware samples that cover the majority of 

existing Android malware families [7,13,38], ranging 

from their debut in August 2010 to recent ones in 

October 2011. In addition, we systematically 

characterize them from various aspects, including their 

installation methods, activation mechanisms as well as 

the nature of carried malicious payloads. The 

characterization and a subsequent evolution-based 

study of representative families reveal that they are 

evolving rapidly to circumvent the detection from 

existing mobile anti-virus software. Based on the 

evaluation with four representative mobile security 

software, our experiments show that the best case 

detects 79.6% of them while the worst case detects 

only 20.2% in our dataset. These results clearly call for 

the need to better develop next-generation anti-

mobile-malware solutions. 

As the number of smartphone users increases in terms 

of billions every year, and users now store personal 

and sensitive information on their mobile device 
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which gives a huge platform for a hacker to steal users 

sensitive information [10]. We have proposed a 

method to detect android malware using permissions 

and API. We have generated two types of feature 

vector named as common and combined feature 

vector. We obtained 97.25% accuracy for common 

and 96.56% accuracy for combined features using 

logistic regression. Further, to reduce training and 

testing time of classification we have optimized the 

feature to 131 by removing low variance features with 

which we have achieved 95.87% accuracy. 

Malicious applications pose a threat to the security of 

the Android platform. The growing amount and 

diversity of these applications render conventional 

defenses largely ineffective and thus Android 

smartphones often remain unprotected from novel 

malware. [13] In this paper, we propose DREBIN, a 

lightweight method for detection of Android malware 

that enables identifying malicious applications directly 

on the smartphone. As the limited resources impede 

monitoring applications at run-time, DREBIN 

performs a broad static analysis, gathering as many 

features of an application as possible. These features 

are embedded in a joint vector space, such that typical 

patterns indicative for malware can be automatically 

identified and used for explaining the decisions of our 

method. In an evaluation with 123,453 applications 

and 5,560 malware samples DREBIN outperforms 

several related approaches and detects 94% of the 

malware with few false alarms, where the explanations 

provided for each detection reveal relevant properties 

of the detected malware [7,13,38]. On five popular 

smartphones, the method requires 10 seconds for an 

analysis on average, rendering it suitable for checking 

downloaded applications directly on the device. 

2. METHODOLOGY 

i) Proposed Work: 

The proposed system, a specialized machine learning 

model for Android malware detection, highlights the 

significance of co-existing permissions and APIs in 

distinguishing malware from benign applications. It 

excels in accuracy, surpassing existing models across 

datasets, including Drebin, CIC_MALDROID2020, 

and Malgenome [9,13,25]. Its primary objective is to 

enhance Android security and protect user privacy.In 

this paper introduced a Stacking Classifier, 

incorporating the strengths of Random Forest, Multi-

Layer Perceptron (MLP), and LightGBM models for 

enhanced feature extraction. This ensemble learning 

approach significantly improves prediction accuracy. 

Additionally, we developed a user-friendly Flask 

framework integrated with SQLite for secure signup, 

signin, and user testing. This streamlined system 

allows input provision and prediction retrieval, 

making the overall project more robust and practical 

for efficient user interactions. 

ii) System Architecture: 

The system architecture initiates with a dataset 

comprising Android applications, where the features 

are derived from various co-existence 

combinations[4,5,7]. This dataset is then divided into 

two subsets: a training set and a test set. The training 

set serves as the foundation for constructing machine 

learning models (knn, svm, rf, dt, lr and extension- 
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stacking classifier). These models are trained to 

distinguish between malicious and benign 

applications. Subsequently, the test set is employed to 

assess the performance and effectiveness of these 

models in classifying new, unseen applications. 

 

Fig 1 Proposed architecture 

iii) Dataset collection: 

DREBIN  

• Drebin is a well-known dataset in the field of Android malware research. It contains a large collection of 

Android applications, including both benign and malicious apps. It is widely used as a benchmark dataset for Android 

malware detection due to its size and diversity, making it suitable for building robust models [9,13,25].  

• So, we have used drebin dataset with these feature combinations.  

• We are displaying top 5 rows of the data with each feature combination here.  and we can see the no. columns 

present.  

 

Fig 2 Drebin dataset 
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MALGENOME  

• Malgenome contains Android applications, specifically focusing on malware samples. It includes a variety 

of Android malware instances. It complements Drebin by offering a specialized set of Android malware samples for 

research and model development.  

• We utilized the Malgenome dataset in conjunction with different feature combinations [917,36]. And.. we 

are presenting the top 5 rows of data for each feature combination, allowing us to observe the number of columns in 

each case.  

 

Fig 3 Malgenome 

CIC_MALDROID2020  

• CIC_MALDROID2020 is provided by the Canadian Institute for Cybersecurity (CIC) and is known for its 

size, recency, diversity, and comprehensiveness.  

• Similarly, we have used CIC_MALDROID2020 dataset with these feature combinations. • We are 

displaying top 5 rows of the data with each feature combination here.  and we can see the no. columns present. 

 

Fig 4 CIC_MALDROID2020 
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iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a significant 

role in this. It can help turn large amounts of data, 

including big data, into meaningful insights for quality 

management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to use 

in model construction. Methodically reducing the size 

of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a predictive 

model and reduce the computational cost of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are employed 

to reduce the number of input variables by eliminating 

redundant or irrelevant features and narrowing down 

the set of features to those most relevant to the 

machine learning model. The main benefits of 

performing feature selection in advance, rather than 

letting the machine learning model figure out which 

features are most important. 

vi) Algorithms: 

Logistic Regression is a classification algorithm that 

predicts the probability of an input belonging to a 

specific category. It employs the sigmoid function to 

map the input features to a probability score between 

0 and 1, and a threshold is applied to classify the input 

into one of two or more categories based on this 

probability. The model learns coefficients during 

training to best fit the data and make accurate 

classifications. 

 

Fig 5 Logistic regression 

A Support Vector Classifier (SVC) is a machine 

learning model that finds the best possible boundary 

(hyperplane) to separate different classes of data while 

maximizing the margin between them. It identifies key 

support vectors to make accurate classifications, 

making it effective for both binary and multi-class 

classification tasks. 
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Fig 6 SVM 

K-Nearest Neighbors (KNN) is a versatile machine 

learning algorithm used for classification and 

regression tasks. It finds the K nearest data points to a 

given input and makes predictions based on majority 

voting or averaging. KNN is non-parametric and 

simple to implement but can be sensitive to the choice 

of K and may not perform well in high-dimensional 

data without preprocessing [30]. 

 

Fig 7 KNN 

Random Forest is an ensemble learning method that 

combines multiple decision trees to make predictions. 

It works by training a collection of decision trees on 

random subsets of the data and then averaging their 

predictions. This ensemble approach enhances 

accuracy, reduces overfitting, and provides robust 

performance for both classification and regression 

tasks. 

 

Fig 8 Random forest 

A Decision Tree is a machine learning model that 

makes decisions by recursively splitting data into 

subsets based on the most significant feature, aiming 

to classify or predict outcomes. It creates a tree-like 

structure where each node represents a feature and 

each branch represents a possible decision, making it 

interpretable and effective for various tasks. 

 

Fig 9 Decision tree 

A Stacking Classifier is an ensemble learning method 

that combines the predictions of multiple base models, 

such as Random Forest (RF), Multi-Layer Perceptron 

(MLP), and LightGBM, to create a more accurate final 

prediction. It leverages the strengths of these 
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individual models to improve overall predictive 

performance. In this process, the base models are first 

trained on the training data, and their predictions are 

then used as input features for a meta-learner, which 

learns how to combine these predictions to make the 

final prediction. Stacking is a powerful technique used 

to enhance predictive accuracy and is commonly 

employed in machine learning for various 

applications. 

 

Fig 10 Stacking classifier 

3. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate 

the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 11 Precision comparison graph 

Recall:Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a given class. 

 

 

Fig 12 Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 
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Fig 13 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 14 F1Score 

 

Fig 15 Performance Evaluation  

 

Fig 16 Home page 

 

Fig 17 Signin page 



 

                                                                                                                                                 

ISSN 2229-6107 www.ijpast.in  
                                         Vol 14,Issuse 2.May 2024 

 

12 
 

 

Fig 18 Login page 

 

Fig 19User input 

 

Fig 20 Predict result for given input 

4. CONCLUSION 

The project demonstrated the effectiveness of machine 

learning models in detecting Android malware. These 

models showed strong capabilities in identifying 

malicious apps, which is crucial for protecting 

Android users. The stacking classifier, proved to be 

more effective than individual algorithms. This 

approach of combining multiple models enhanced the 

overall detection accuracy, showcasing the power of 

ensemble learning. Flask and SQLite create a user-

friendly interface, enabling broader accessibility. The 

design supports user testing, input validation, and 

seamless model predictions, enhancing practical 

usability and adoption.The project highlighted the 

significance of combining both API and Permission 

features. This combination was found to be critical for 

improving malware detection, emphasizing the 

importance of considering multiple static features in 

analysis. The performance of machine learning models 

varied across different datasets, such as Drebin, 

Malgenome, and CIC_MALDROID2020 [36]. This 

underscores the importance of careful dataset selection 

and understanding for developing accurate detection 

models. The models achieved a balance between 

accuracy and minimizing false positives. This is 
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essential as it ensures that while detecting malware, 

legitimate apps are not mistakenly flagged as threats, 

reducing inconvenience for users. The outcomes of 

this project have broad implications. Security 

professionals can use these improved detection 

techniques to enhance cybersecurity. App developers 

can better safeguard their apps against potential 

threats, and end users benefit from increased 

protection against Android malware, ultimately 

leading to a safer mobile experience. 

5. FUTURE SCOPE 

Further research could focus on improving the real-

time detection capabilities of the proposed system by 

continuously monitoring and analyzing dynamic 

features. This would enable the system to respond 

more effectively to evolving Android malware threats. 

Exploring techniques to select the most relevant 

dynamic features for malware detection can lead to 

more efficient and accurate models. Feature selection 

methods, such as mutual information or recursive 

feature elimination, could be investigated. Extending 

the system to detect behavioral anomalies in Android 

applications can provide an additional layer of 

security. This involves identifying deviations from 

expected behavior, which could be indicative of 

malware. [7] As new types of Android malware 

emerge, the system could be designed to adapt and 

update its models and detection strategies. Regularly 

incorporating new threat intelligence and updating the 

system is essential for long-term effectiveness. 

Expanding the capabilities of the system to encompass 

cross-platform malware detection, including iOS and 

other mobile operating systems, can provide a more 

holistic solution for mobile security. 
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